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Review of integration points

SAS & Hadoop intersect in many ways:

 SAS can treat Hadoop just as any other data source, pulling 

data FROM Hadoop, when it is most convenient;

 SAS can work directly IN Hadoop, leveraging the distributed 

processing capabilities of MapReduce.

 SAS can work directly WITHIN Hadoop, lifting data on HDFS 

into a SAS advanced analytics in-memory environment;



Review of SAS’ technology direction
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Access engines overview
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SAS Accelerators for Hadoop overview

SAS/Embedded Process - Push SAS processing to Hadoop with Map Reduce 
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SAS/Scoring Accelerator for Hadoop

SAS/Data Loader for Hadoop 

• SAS/Code Accelerator for Hadoop 

• SAS/Data Quality Accelerator for Hadoop

proc ds2 ;

/* thread ~ eqiv to a mapper */

thread map_program;

method run(); set dbmslib.intab; 

/* program statements */

end; endthread; run;

/* program wrapper */

data hdf.data_reduced; 

dcl thread map_program map_pgm; 

method run();

set from map_pgm threads=N; 

/* reduce steps */ end; enddata; 

run; quit;



In-memory analytics overview
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What’s coming for Hadoop in July with 9.4 M3



Major Hadoop themes for SAS 9.4 M3
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Tighter YARN integration

YARN

• Continue the momentum of 9.4M2 where LASR & 

HPA  first became YARN aware.

• SAS EP now runs in same process as the 

MapReduce JVM – more tightly coupled resource

• Fully integrated with YARN Resource Manager

• SAS EP can now write to MR job logs through put 

statements

• Performance improvements over M2

YARN



Easier deployment

• SAS Deployment wizard can now gather required jars 

• Integration of SAS EP with Hadoop distributor 

administration tools to simplify SAS install/configuration

• integration with Cloudera Manager and Ambari

• Packages and parcels

• No root required – SUDO only

• Does not require two way SSH keys setup

Simpler Install & 
Config 



Access engine improvements

YARN

• SAS/ACCESS to Hadoop

• Support for BINARY and DECIMAL data types

• Implicit Pass-through improvements

• READ_METHOD=HDFS honored

• CTRL-C Query Interrupt 

• Improved error messaging

• SAS/Access to HAWQ including Proc pushdown support

• SAS/Access to Impala adds Proc pushdown support

SAS/Access



File type support

• Increased ability to read and write Hadoop file types using SAS 

EP

• Full EP support for Parquet, Avro, JSON, ORC and compressed 

Sequence files.

• SerDe’s to make reading SAS proprietary file types easy for 

Hadoop Community e.g. SPDE, SASHDAT

• PROC SQOOP - GA

Access

and Files



Expanded distribution support

• Expand SAS’ Distribution Support (SAS/Access, EP,HPA,LASR)

• Near Parity between CDH / HWX and MapR, Pivotal and IBM 

• New HAWQ access Engine 

• Expand Hadoop Pushdown Processing 

• Data Step / DS2 – Merge, Proc Transpose 

• SPDE on HDFS

• Improved WHERE pushdown: AND, OR, NOT, parenthesis, range 

operators and in-lists all supported

• Parallel write support can improve write performance up to 40%

Performance

Distributions



New products with SAS 9.4 M3

SPDS

SAS Grid 

• SAS Grid Manager for YARN

• Hadoop support is an alternative, not a replacement 

for LSF

• SPDS supports Hadoop (5.2)

• Ability to read, write and update SPD Server tables 

stored in Hadoop

• Kerberos only



An Introduction to DS2 on Hadoop

Doug Green



What is DS2?

• DATA step like distributed processing for Hadoop and other MPP platforms (think do loops, 

arrays, statements, by-group processing, functions etc.)

• Appropriate for advanced data manipulation and data modelling applications especially those 

that are difficult or impossible to achieve through SQL  (e.g. transposing data)

• Object orientated programming environment

• Runs in the MapReduce/YARN framework on Hadoop

• Portable across platforms

DS2
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The SAS Embedded Process

A portable, lightweight execution container for SAS code that 

makes SAS portable and deployable on a variety of platforms 

EP

OPTIONS DS2ACCEL=ANY DSACCEL=ANY;

proc ds2 ;

/*---

**MAP 

*/

thread map_program / overwrite=yes;

method run(); 

set Hadoop.&source; 

/* program statements */

end; 

endthread; 

/*------

**REDUCE

*/

data hadoop.&target overwrite=yes); 

dcl thread map_program MapReduce; 

method run();

set from MapReduce;

end; 

enddata; 

run; 

quit;

1. Data Lifting

2. Data Preparation

3. Data Quality

4. Scoring



A simple example for Hadoop



DS2 syntax framework for Hadoop

1. Hadoop libname

2. SAS Options

3. Create thread program

4. DS2 logic

5. Call thread program 
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An important option!

• For any DS2 thread program to run in Hadoop the 

following SAS option must be set:



Original data step program



DS2 equivalent for Hadoop



DS2 equivalent for Hadoop

DS2 is a SAS procedure and is therefore 

invoked through SAS procedure syntax.



DS2 equivalent for Hadoop

To run in-database, a thread program must be 

used. The SAS Code Accelerator enables you to 

publish a DS2 thread program and execute that 

thread program in parallel inside Hadoop. 



DS2 equivalent for Hadoop

Unlike Base/SAS, DS2 enables you to explicitly 

declare variables using the DECLARE 

statement. Here it is declared outside of a 

method so its scope is GLOBAL.



DS2 equivalent for Hadoop

DS2 has new data types, more akin to an 

RDBMS, and should be explicitly declared.  

E.g. VARCHAR, DOUBLE, INT, BIGINT etc.



DS2 equivalent for Hadoop

DROP/KEEP/RETAIN/RENAME are only valid in 

global scope. i.e. outside of a method 

programming block.



DS2 equivalent for Hadoop

Method run() is a system method – will 

execute in an implicit loop for every row 

of the input data. Other system methods 

are init() & term()



DS2 equivalent for Hadoop

This block of code is identical to the original data 

step program. 



DS2 equivalent for Hadoop

A BY statement is required to generate Hadoop 

REDUCE tasks. Without a BY statement, only 

MAP tasks are generated.



DS2 equivalent for Hadoop

End statement to close the run() method. 



DS2 equivalent for Hadoop

Endthread statement to close the thread 

program. 



DS2 equivalent for Hadoop

Now we reference the output dataset to be 

created on Hadoop



DS2 equivalent for Hadoop

Explicitly declare the thread program and specify 

a name that identifies an instance of the thread. 



DS2 equivalent for Hadoop

Use method run() to allow the program to read 

from the thread program 



DS2 equivalent for Hadoop

Read the thread program by referencing the 

thread identifier



DS2 equivalent for Hadoop

End statement to close the run() method. 



DS2 equivalent for Hadoop

The enddata statement marks the end of a data 

statement



DS2 equivalent for Hadoop

The RUN statement submits the DS2 

statements



DS2 equivalent for Hadoop

As DS2 is a SAS procedure we must explicitly 

quit it



The SAS Log



What’s happening on the Hadoop 

cluster?



Running data step in Hadoop with 9.4 M2

• BY (or FIRST. and LAST. variables)

• CONTINUE

• DISPLAY

• FILE

• INFILE

• INPUT

• LEAVE

• MERGE

• MODIFY

• OUTPUT

• PUT 

• REMOVE

• RENAME

• REPLACE

• RETAIN

• UPDATE

• WHERE

• WINDOW

• Only one input and output data set and both must be on Hadoop

• Only a subset of the full DATA step syntax is currently available for parallel execution.

• Data step logic is converted to DS2 under the covers

• Only functions and formats that are supported by the DS2 language compile successfully.

• E.g. No LAG or DIF functions

• SAS Statements not currently supported:



An important option!

• For any Data Step program to run in Hadoop the 

following SAS option must be set:



Data Step Example log



What’s coming for DS2 for Hadoop with 

9.4 M3

• DS2 SET / MERGE

• Multi-table SET: set a b c;

• SQL SET: set {select * from A inner join B on A.id = B.id};

• MERGE: merge A B C; by X;

• Support for IN=, FIRST. and LAST.



Next steps with DS2

• http://support.sas.com/documentation/onlinedoc/indbtech/

http://support.sas.com/documentation/onlinedoc/indbtech/


www.SAS.com

Thank You

http://www.sas.com/

