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Where does your data come from?
 Complex architecture



How does it get there ?
 Multiple components / steps



Characteristics of "good data" ?



Characteristics of "good data" ?
 accurate
 complete
 timely
 real
 representative
 useful



What is "good data" ?

 On morning of May 20th, do we have complete IVR data ?
 should IVR based daily reporting go out ?



How is "bad data" identified ?
 QA
 data analysis
 nulls
 counts
 trends
 outliers

 logs
 by end users
 i.e. too late  



How do we effect "good data" ?
 reliable data sources
 timely extracts
 robust code 
 simplicity
 canned processes
 controls
 audit

 summarized as "best practices"



Best Practices
 Ignoring…
 architecture
 philosophy / design
 most of Data Integration   

 Focusing on nuts 'n bolts…  stuff we all can do …
 audit
 automation
 standards

 Does it really pay off ?



Not Sexy
 growth of analytics 
 SEXY Data Scientist !

 presentation layers that pop
 so, so allllluuuring

 data work ….  ho hum
 GIGO
 good data is foundational
 data = steak
 keep the sizzle  



Best Practices – really ?!?
 is Data Integration a "thing" anymore?
 Data Federation / Virtualization

 aren't we all hackers now ?
 throwaway solutions
 technology comes and goes

 pendulum swings
 process
 accountability



Agenda
 quick overview of typical architecture

 tools and techniques
 control tables
 constructing jobs and flows 
 focus functionality
 templates

 benefits



Data Integration

 "Data Integration is the process of combining data from 
a heterogeneous set of data stores to create one unified 
view of all that data", B-Eye Network



Data Sources
 projects:
 cheap
 on time
 correct

 pick two of the three!  

 data sources can be like that:
 accurate
 timely
 reliable

 pick two of the three ?



Data Sources
 know the source data
 data dictionary
 primary keys
 notification when source structure changes

 reliable delta criteria ?

 use the strengths of the source DB
 Oracle hints, partitions, Teradata PPIs

 text files?
 SAP Data Surveyor, bless their hearts



Operational Data Store ( ODS ) Layer
 often same format as source
 some transformation occur, e.g. Oracle dates
 drop null columns

 reliable delta extracts loading ODS ?
 periodic true-up recasts 
 CDC 
 trunc & load

 populate ODS audit columns
 load & update timestamps

 used by our downstream processes

 latest load event



Modeled Data Loading
 source may be modeled environment
 but we're creating an integrated model

 DATA MODELS ARE IMPORTANT !

 normalization
 naming 
 same name 
 standards  contentious !

 data dictionary



Modeled Data Loading
 delta process extracts from ODS
 where ODS update/load timestamp > last extracted timestamp
 using source transaction dates is dangerous

 data loaded out of order ?

 populate Modeled Data audit columns
 load & update timestamps
 latest load event

 Analytical layer – views, tables
 denormalized, transposed, summarized



Tools & Techniques

 SAS Data Integration Studio
 Base SAS



Tools & Techniques

 use features of the tool when practical



Tools & Techniques

 do not use all features of the tool



Tools & Techniques

 do not use all features of the tool



Tools & Techniques

 autocall macro to generate MERGE
 DB dictionary columns  
 macro parms to customize update / insert



Control Tables

 Data Integration activity must be recorded
 structured and accessible

 three reasons
 control
 audit
 automation



Control Tables
Control
 regulate delta processes
 extract completion

 store max(mod_dtm) extracted from source in control table

 next extract
 retrieve stored max(mod_dtm) from extract control table



Control Tables
Audit
 stuff happens, e.g. data anomalies
 helpful historical data captured in control tables
 job start / end times
 job order, job failures
 reruns, recasts
 record counts

 extracted, inserted, updated, deleted, exceptions

 All DB tables contain audit data as well



Control Tables
Automation
 control data + audit data  automation
 data quality checks
 triggers and scheduling



Control Tables



CNTL_EXTRACT
 each ETL process creates at 

least one entry
 describes source data
 system
 schema . table

 records each extracts' 
max(mod_dtm), row count

 FK to CNTL_JOB



CNTL_JOB
 job start / end time, status
 source schema . table
 target schema . table
 various row counts
 error and exceptions !!
 error codes and descriptions

 FK to CNTL_FLOW



CNTL_FLOW
 flows are related jobs
 flow start / end time, status
 relatively boring

Autocall Macros
 %flowOpen %flowClose Flow open/close jobs
 %jobOpen %jobClose Job pre / post-code
 %extOpen %extClose Job pre-code/last step



Data Quality & Automation
 ETL control tables capture job info
 rows extracted today
 delta timestamp values

 But do they tell us we have "good data" ??

Data Activity – more important Activity Date

IVR – 150k calls / business day CALL_DT

Orders – 18k / business day ORDER_DT

SCD2 Customer Master
- 5% new rows / day EFF_DT



Data Quality & Automation
 IVR Data
 track agents & customers

 normally 150K calls / business day
 CALL_XFER_DT = yesterday

 extracted 155K rows of call data today
 source system burped
 152K have CALL_XFER_DT of two days ago 

 is IVR data "complete" for today ?



Data Quality & Automation

 consistent extract row count, call xfer count not so …



CNTL_ROW_COUNT
 source system identifiers

 date column and data date 
value, row count

 FK to ETL Control tables
 rolling averages
 +/- counts or percentages

 loaded by macros in jobs



CNTL_TRIGGER
 regulate downstream processes
 Billing ODS done and

Customer Master updated ?
 Billing modeled flow can start

 row count and data quality 
metrics

 trigger results



Focus Functionality

 One target table per job - KISS
 ODS layer generally 1:1



Focus Functionality

 ETLs into modeled environment integrate
 in this case, two input ODS tables
 one target table



Focus Functionality

 Group source to ODS jobs



Focus Functionality

 why group jobs in "stages" like this?
 source DB access window restrictions
 better sense of data readiness

 e.g. Billing ODS data is complete
 modeled integration jobs require multiple ODS 

streams
 triggers and data quality

 KISS



Flow Template



Job Template

 pre-code  establish parameters
 database connections
 macro variables for source, staging, target schemas / tables

 job code uses macro variables assigned in pre-code

 autocall macros 
 control table open/close, 
 for common ETL activities 

 table truncation, drop table, upsert

 capture data quality info



So What ?!?
 standards are hard
 compliance is harder

 tyranny of the urgent
 git 'er done !

 "one-off"

 does it pay off ?



So What ?!?
 templates & standards reduce:
 onboarding time
 development time
 maintenance effort
 errors
 test cycles
 concentrate on creative business solutions

 control & audit
 what happened ?
 data driven automation



So What ?!?
 Control Tables answer questions

 data anomalies
 counts, values, trends, gaps
 Teradata fastload errors – missing data

 dashboards & reports
 batch schedule progress
 data readiness and quality
 automatic notification



So What ?!?
 Control Tables answer questions

 identifying process gaps
 jobs updating DB tables with no stats
 escalating processing time
 job failures / reasons
 only occurring on one node ?!?

 schedule optimization



Conclusion
 best practices beget good data

 standards & reliable controls pay dividends
 through entire SDLC

 KISS
 Keep It Simple & Standardized



Author

Harry Droogendyk
Stratia Consulting Inc.

www.stratia.ca/papers

http://www.stratia.ca/papers

	Good Data ^= Accident�
	Where does your data come from?
	How does it get there ?
	Characteristics of "good data" ?
	Characteristics of "good data" ?
	What is "good data" ?
	How is "bad data" identified ?
	How do we effect "good data" ?
	Best Practices
	Not Sexy
	Best Practices – really ?!?
	Agenda
	Data Integration
	Data Sources
	Data Sources
	Operational Data Store ( ODS ) Layer
	Modeled Data Loading
	Modeled Data Loading
	Tools & Techniques
	Tools & Techniques
	Tools & Techniques
	Tools & Techniques
	Tools & Techniques
	Control Tables
	Control Tables
	Control Tables
	Control Tables
	Control Tables
	CNTL_EXTRACT
	CNTL_JOB
	CNTL_FLOW
	Data Quality & Automation
	Data Quality & Automation
	Data Quality & Automation
	CNTL_ROW_COUNT
	CNTL_TRIGGER
	Focus Functionality
	Focus Functionality
	Focus Functionality
	Focus Functionality
	Flow Template
	Job Template
	So What 	?!?
	So What 	?!?
	So What 	?!?
	So What 	?!?
	Conclusion
	Author

